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Abstract
Evaluating natural language generation (NLG)
remains a critical yet challenging task in arti-
ficial intelligence. Traditional metrics, which
largely rely on surface-level measures such as
n-gram overlap between system outputs and
references, often fail to capture deeper aspects
of quality. In contrast, large language mod-
els (LLMs), such as ChatGPT, have recently
demonstrated strong potential as evaluators of
NLG outputs. A growing body of LLM-based
evaluation approaches has emerged, includ-
ing LLM-derived metrics, prompting strate-
gies, and fine-tuning on labelled evaluation
data. This survey presents a taxonomy of these
methods, analyzing their strengths and limi-
tations, and explores the potential for human-
LLM collaboration in evaluation. We also re-
view key open challenges and promising direc-
tions for future research. The survey covers the
application of LLM-based evaluation across
diverse NLP tasks—including summarization,
machine translation, dialogue, and question-
answering—and spans both reference-based
(e.g., parallel corpora) and reference-free eval-
uation paradigms.

1 Introduction

The automatic evaluation of generated text is a long-
standing challenge in The field of natural language
generation (NLG) has seen rapid progress in recent
years, driven by advances in neural architectures
and pre-trained language models. Tasks such as
abstractive summarization, open-domain dialogue,
machine translation, and question answering are
now dominated by large-scale models with remark-
able fluency and versatility. However, the evalua-
tion of NLG systems remains an open challenge.
Traditional automatic metrics, such as BLEU (Pap-
ineni et al., 2002), ROUGE (Lin, 2004), METEOR
(Banerjee and Lavie, 2005), and even more recent
embedding-based metrics like BERTScore (Zhang
et al., 2019), provide limited insight into key dimen-
sions of generation quality, such as factual accuracy,

coherence, faithfulness, and overall helpfulness.
These shortcomings are particularly acute in tasks
with diverse valid outputs or lacking high-quality
references.

Large language models (LLMs), including Chat-
GPT, GPT-4, and open models such as LLaMA
and Mistral, have recently emerged as promising
tools for evaluating NLG outputs (Chiang and Lee,
2023a; Siledar et al., 2024; Kobayashi et al., 2024).
LLMs can provide nuanced, context-sensitive judg-
ments without requiring large annotated datasets or
expensive human evaluation. Consequently, there
is growing interest in leveraging LLMs as universal
evaluators, capable of assessing generation quality
across tasks and domains (Li et al., 2024).

In this survey, we present a structured overview
of the current landscape of LLM-based evaluation.
We describe a taxonomy of methods—including
prompting-based evaluation, LLM-derived metrics,
and fine-tuned evaluators—and analyze their effec-
tiveness across key NLG tasks. We also discuss the
trade-offs between reference-based and reference-
free evaluation, the design of evaluation prompts,
and the role of human-LLM collaboration. Finally,
we identify open research questions and outline
promising directions for future work.

2 Motivation

Existing automatic metrics have well-known short-
comings. Reference-based metrics depend on one
or a few gold outputs, which may not capture all
valid variations and often reward surface overlap
rather than true meaning. Reference-free metrics
(e.g. embedding-based or entailment-based) par-
tially address this, but often require task-specific
training or heuristics. Meanwhile, state-of-the-
art LLMs exhibit strong linguistic competence
and world knowledge. This raises the hypothesis
that they could serve as effective proxies for hu-
man evaluators, assigning higher scores to higher-
quality outputs and vice versa.
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Early experiments support this: LLM-based met-
rics have shown improved correlation with human
ratings on several tasks. Moreover, LLMs allow the
evaluation criteria to be specified flexibly in natural
language. By framing evaluation as a prompting
task, one can instruct the model on what dimen-
sions to check (e.g. grammar, fluency, factuality)
and obtain multi-dimensional feedback. Such flexi-
bility is a key advantage of LLM evaluation, moti-
vating the exploration of LLMs as general-purpose
evaluators.

3 Problem Statement

We formalize the task of LLM-based evaluation as
follows: Given an input (e.g. a source text or dia-
logue history) and one or more candidate outputs
(e.g. system-generated summaries, translations, or
responses), an LLM evaluator should assign a qual-
ity score or ranking to each candidate. Quality
may be judged along dimensions such as fluency,
relevance, coherence, or factual accuracy.

We consider two main paradigms:
Reference-based evaluation: Here human-

written references are available. The evaluator can
directly compare each candidate against the refer-
ence. For example, in machine translation evalu-
ation, one might ask the LLM to judge adequacy
or error types by comparing the translation to the
reference. Traditional metrics like BLEU/ROUGE
fall into this category.

Reference-free evaluation: Here no gold ref-
erence is given; the evaluator judges each output
on its own merits (possibly considering the input).
This mimics human preference judgment or rating.
Implementation often involves prompting the LLM
to critique or rate the output directly.

Additional considerations include whether eval-
uation is done at the sentence-level or document-
level, and whether the LLM produces a single
scalar score or multiple aspect-specific scores. Cru-
cially, we distinguish between prompt-based evalu-
ation (using the LLM with an engineered prompt)
and fine-tuned evaluation (adapting the LLM via
training on annotated data).

4 Background: Traditional Metrics and
LLMs based evaluation

Classic automatic metrics include BLEU (Papineni
et al., 2002) and ROUGE (Lin, 2004) for text over-
lap, as well as newer metrics like METEOR (Baner-
jee and Lavie, 2005). Embedding-based measures

such as BERTScore (Zhang et al., 2019), Mover-
Score (Zhao et al., 2019), and BARTScore (Yuan
et al., 2021) compare semantics with references.
These metrics are easy to compute, but many stud-
ies have shown they often fail to capture true qual-
ity. For example, they may give high scores to
trivial paraphrases or fluent but irrelevant text. Re-
iter and Belz (2009) and others have demonstrated
poor validity of these metrics for open-ended gen-
eration tasks.

Reference-free evaluation has a longer history
as well. QA-based approaches generate questions
about the source and check if the candidate pro-
vides consistent answers. Notable examples in-
clude QAGS (Wang and Lewis, 2020), which gen-
erates questions from the source and checks con-
sistency of the summary, and FEQA, a similar QA-
based method. For dialogue, metrics like USR
(Mehri and Eskenazi, 2020) use learned predictors
of coherence, consistency, and engagement without
references. However, these methods often rely on
additional NLP systems or training data and can
still miss subtle issues.

As LLMs continue to advance, one of the biggest
challenges in utilizing these models is finding ef-
fective ways to evaluate them. With numerous pow-
erful models available, each capable of tackling a
range of complex and open-ended tasks, it becomes
challenging to distinguish their performance differ-
ences. Human feedback is the most dependable
means of assessing LLMs, but gathering this feed-
back is often noisy, time-consuming, and expen-
sive. While human evaluation provides essential
insights into model capabilities, relying solely on
it can hinder rapid iteration during model develop-
ment. Therefore, we require an evaluation metric
that is efficient, cost-effective, and straightforward,
yet still closely aligns with human evaluation out-
comes.

Gillick and Liu (2010) and Guzmán et al. (2015)
discuss the significance of human evaluation in
understanding the performance of NLP models.
However, human evaluation poses challenges, such
as difficulties in reproducibility and unstable qual-
ity (Clark et al., 2021). Additionally, obtaining
reference-based datasets at a large scale can be an
expensive process. Recent studies highlight the
effectiveness of LLMs as reference-free evalua-
tors for NLG outputs (Wang et al., 2023; Liu et al.,
2023a). For instance, G-EVAL by Liu et al. (2023a)
leverages LLMs with chain-of-thought (CoT) rea-
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soning and a form-filling paradigm, achieving high
correlation with human judgments on summariza-
tion tasks. In a related effort, Kocmi and Feder-
mann (2023a) utilized GPT models to assess vari-
ous machine learning tasks, demonstrating the ver-
satility of these models in different evaluation con-
texts (Wei et al., 2022b) and assigns weights to a
predetermined set of integer scores based on their
generation probabilities derived from either GPT-3
or GPT-4, allowing for a nuanced assessment of
text quality.

Chen et al. (2023) were among the first to investi-
gate reference-free evaluation techniques for NLG
using LLMs, concluding that obtaining an explicit
score generated by ChatGPT is the most effective
and stable approach for evaluating text quality with-
out relying on reference outputs. Fu et al. (2024)
introduced GPTScore, which is founded on the con-
cept that generative pre-training models, such as
GPT-3, are more likely to assign higher probabili-
ties to the creation of high-quality text that aligns
with the instructions and context provided. This
suggests that these models can effectively assess
the quality of generated text based on its adherence
to specified guidelines. In their pioneering work,
Chiang and Lee (2023a) were the first to delve
into the use of large language models (LLMs) for
evaluation tasks, opening up new avenues for as-
sessing model outputs. Following this, Chiang and
Lee (2023b) presented detailed guidelines aimed at
enhancing the correlation between the evaluations
performed by ChatGPT and those made by human
judges, thereby improving the reliability of auto-
mated assessments. The experiments conducted
by Zheng et al. (2023) demonstrate that powerful
LLMs like GPT-4 can reach agreement levels that
are comparable to those of human evaluators. This
finding underscores the potential of these models to
approximate human preferences accurately, making
them valuable assets in the field of natural language
processing. While LLMs have shown promise as
reference-free metrics for NLG evaluation, their
potential remains unexplored for opinion summary
evaluation. Siledar et al. (2024) gives a detailed
analysis, comparing an open-source LLM against
a closed-source LLM acting as evaluators for au-
tomatic evaluation of opinion summaries on seven
dimensions: fluency, coherence, relevance, faithful-
ness, aspect coverage, sentiment consistency, and
specificity.

5 Different methods used for evaluation

5.1 Prompting and Inference

The main use of LLMs as evaluators is via prompt-
ing. Zero-shot prompting involves giving the
model an instruction like “Rate this summary on a
scale from 1 to 5.” In one example, Fu et al. (2023)
proposed GPTScore, which uses an LLM’s condi-
tional probability of a special token as a quality
score. Few-shot prompting includes example (in-
put, output, score) tuples in the prompt to guide the
model; this can improve consistency but is limited
by context length and example selection.

Another approach is to leverage the LLM’s gen-
erative nature. One can ask the model to critique
the output in free text or to answer specific quality
questions about it. A popular technique is Chain-
of-Thought (CoT) prompting, where the LLM
is prompted to generate intermediate reasoning
steps before giving a final score. Wei et al. (2022a)
showed that CoT can improve reasoning; in eval-
uation settings, Lu et al. (2023) use CoT to break
down translation errors before scoring.

Some methods use likelihood scoring: measur-
ing the probability of the model generating the
output itself. GPTScore (Fu et al., 2023) is analo-
gous to using perplexity: it interprets higher output
likelihood as higher quality. This avoids phrasing
bias from question prompts.

5.2 Fine-Tuning and Adaptation

Beyond prompting, researchers have fine-tuned
LLMs on evaluation tasks. For example, Zhong
et al. (2022) trained UniEval, a BERT model, on
multi-dimensional human ratings. More recent
work fine-tunes large LMs on annotated evalua-
tor data. Parameter-efficient tuning (e.g. LoRA)
makes this feasible. Kartáč et al. (2025) fine-tuned
LLaMA 3.1B with LoRA on synthetic preference
pairs to mimic human judgments. Reinforcement
learning with human feedback (RLHF) techniques
have also been used to align LLM outputs to human
evaluation criteria.

Table 2 summarizes common configurations and
strategies encountered in LLM-based evaluation
studies.
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Figure 1: Comparison of Prompt Approaches. G-EVAL PROMPTS first generates the Evaluation Steps using
Task Description and Evaluation Criteria in Chain-of-Thought fashion. Finally the full prompt is used to evaluate
the opinion summaries. In contrast, OP-I-PROMPT is simpler and has Task Description, Evaluation Criteria, and
Evaluation Steps fixed for a dimension/metric independent evaluation. Here, only the Metric part needs to be
changed for evaluating any dimension/metric. Finally OP-PROMPTS are dimension/metric dependent prompts that
needs to be specifically crafted for each dimension/metric.

6 Case Study

6.1 LLM based evaluation of GrahakNyay
chatbot

Consumer grievance redressal remains a complex
process due to procedural complexity, legal jargon,
and barriers like jurisdiction and limitation periods,
despite various initiatives aimed at simplifying it.
Grahak-Nyay (Justice-to-Consumers) is a chatbot
designed to simplify the consumer grievance re-
dressal process for Indian consumers. Powered
by open-source LLMs with Retrieval-Augmented
Generation (RAG), Grahak-Nyay is supported by a
concise and up-to-date Knowledge Base.

6.1.1 Evaluation of GrahakNyay chatbot
We strongly believe that any user-facing chatbot
should help the user address the query, should be
accurate while doing so, and should keep the user
engaged. We assess the quality of chatbot conversa-
tions using HAB metrics: Helpfulness, Accuracy,

and Brevity. HAB metrics allow us to assess not
only how effectively the chatbot addresses user is-
sues and provides accurate information but also
how concisely it communicates these responses.

The HAB metrics are defined as follows:

• Helpfulness: This metric assesses how help-
ful the chatbot was in resolving the user’s is-
sue or query. It evaluates chatbot’s ability to
understand the user’s problem and provide
actionable, relevant, and clear resolution.

• Accuracy: This metric evaluates the correct-
ness of the information provided by the chat-
bot in response to user queries, ensuring that
the responses are factually accurate and reli-
able.

• Brevity: This metric measures the concise-
ness of the chatbot’s responses, ensuring ef-
ficient communication without unnecessary
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Table 1: Representative datasets and benchmarks for evaluating LLM-based metrics.

Task Dataset / Benchmark Notes / References

Summarization CNN/DailyMail, XSum, Multi-News Reference summaries of news articles; standard for summa-
rization evaluation

SummEval (Fabbri et al., 2021) Human judgments of coherence, relevance, etc. on
CNN/DailyMail summaries

Machine
Translation

WMT Metrics Tasks Test sets with MQM human ratings on translation outputs.

Dialogue TopicalChat (Gopalakrishnan et al., 2023) Multi-turn knowledge-grounded dialogues; annotated for
response coherence and engagement

USR (Mehri and Eskenazi, 2020) Reference-free response quality metrics for dialogue

QA / Consis-
tency

QAGS (Wang and Lewis, 2020) QA-based factual consistency test for summaries

FEQA (Durmus et al., 2020) QA-based evaluation for summary factuality

Table 2: Common LLM evaluation settings and methodologies.

Setting Description Example / Citation

Zero-shot prompting Prompt the LLM to judge outputs directly with
instructions, without examples.

GPTScore (Fu et al., 2023) uses GPT probabil-
ities for quality; GEMBA (Kocmi and Feder-
mann, 2023b) prompts GPT-3.5 on WMT trans-
lations.

Few-shot prompting Include a few annotated examples in the prompt
for in-context learning.

Used in tutorials and chat-based evaluations (e.g.
few-shot ChatGPT demos). Selection of exam-
ples affects bias.

Chain-of-Thought
(CoT)

Prompt the LLM to generate intermediate rea-
soning steps or criteria before the final judgment.

EAPrompt (Lu et al., 2024) first generates an
error analysis then a score; G-EVAL (Liu et al.,
2023b) instructs detailed evaluation steps.

Likelihood scoring Use the LLM’s log-likelihood of the output (or
a special token) as a quality score.

GPTScore (Fu et al., 2023) interprets genera-
tion probability as quality, similar to perplexity-
based metrics.

Fine-tuning / LoRA Adapt the LLM by training on labeled examples
of high/low quality or human scores. Often uses
low-rank adapters (LoRA).

UniEval and similar models fine-tuned on hu-
man ratings; OPENLGAUGE (Kartáč et al.,
2025) proposed an explainable metric for NLG
evaluation with open sourced LLMs.

elaboration. It ensures efficient communica-
tion by focusing on delivering essential infor-
mation straight to the point, while avoiding
excessive questioning or verbosity.

Through this comprehensive evaluation frame-
work, we aim to enhance the effectiveness of chat-
bots in addressing consumer grievances and im-
proving overall user satisfaction.

The table 4 presents detailed results from
the evaluation of 65 chats conducted by the
Grahak-Nyay chatbot, categorized into two groups:
Reference-based and Reference-free evaluations.
For these 65 chats, reference responses annotated
by the legal experts were available, enabling the
application of Reference-based metrics. Addition-
ally, for the Reference-free evaluation, we utilized
HAB metrics to assess the chatbot’s performance
in providing relevant and concise responses. We
used the best-performing model, Llama-3.1-70B
model, which demonstrated the highest correlation

with human evaluations, for the assessment of the
HAB metrics.

To reduce human effort in evaluating the chatbot
according to HAB metrics, we employ LLM-based
automatic evaluation. The LLM evaluators are in-
structed to assign scores on a 5-point Likert scale
and provide detailed explanations for their assigned
scores using the structured prompt (Fig. 2, 3, and
4). The prompt includes task description, scoring
instructions based on the HAB metrics, as well as
the conversation which is to be evaluated and the
context1.

We evaluated 75 conversations for which we
have human-evaluated data available in binary form
(Yes, if the metric is followed, No if not), on the
HAB metrics, using different LLMs sourced from
HuggingFace2 and Groq3. The table 3 summarises

1Context is passed only for the Accuracy metric.
2https://huggingface.co
3https://groq.com/
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Helpfulness Accuracy Brevity

Models rpb ρ rpb ρ rpb ρ

Gemma-2-9B 0.256 0.242 0.113 0.102 0.183 0.182
Mixtral-8x7B 0.557 0.490 0.205 0.207 0.159 0.141

Llama-3.3-70B 0.689 0.627 0.565 0.530 0.433 0.418
gpt-4o-mini 0.719 0.687 0.571 0.540 0.675 0.595

Table 3: Performance metrics for various models based on Helpfulness, Accuracy, and Brevity metrics. Each metric
includes point biserial correlation (rpb) and Spearman’s rank correlation coefficient (ρ) scores for each model. The
best scores are bolded, and the second-best scores are underlined.

Reference-based evaluation Reference-free evaluation

ROUGE-1 ROUGE-2 ROUGE-L BERTScore METEOR BLEU Helpfulness Accuracy Brevity

66.9 41.1 33.2 90.9 41.9 37.4 4.65 3.61 3.58

Table 4: Performance of Grahak-Nyay chatbot on Reference-based and Reference-free evaluation. We evaluated the
Grahak-Nyay chatbot on 65 conversations for which reference was available. We performed LLM-based automatic
evaluation on HAB metrics on the 5-point Likert scale using the gpt-4o-mini model.

the performance of LLM-based evaluators for HAB
metrics. We applied point biserial correlation to
assess the relationship between the available binary
human evaluation and the ordinal LLM scores from
the 5-point Likert scale. This correlation is partic-
ularly useful in determining how well the LLM
evaluations align with the binary outcomes. Addi-
tionally, we used Spearman correlation to evaluate
the rank order of scores, providing further insights
into the agreement between human and LLM eval-
uations. The gpt-4o-mini model consistently out-
performed others across all three metrics, achieving
the highest point biserial correlation and Spear-
man’s correlation coefficients with p-value<0.05,
indicating its superior effectiveness.

6.2 LLM based evaluation of Nyay-Darpan
Summarization tool

Judicial assistance and case verdict prediction
through AI have always been a challenge. Al-
though much work has been presented on the front
of similar case prediction in criminal and civil
cases, and NLP tools being created for them, the
domain of consumer laws, specifically in India, re-
mains almost untouched. In this paper, we propose
a two-in-one methodology for summarizing case
files and extracting similar case files, aiming at as-
sisting the decision-making process in redressal of
consumer cases not only in India but throughout the
world and also a novel methodology for predicting
the efficacy of the summarization. We name our
tool as Nyay-Darpan, which reflects the contents
of a case file by acting as a "mirror of justice". The

term "Nyay" translates to "justice", and "Darpan"
means "mirror", symbolizing our tool’s ability to
reflect the essence of consumer case files through
comprehensive summarization and intelligent case
matching. Through this reflection, we managed to
achieve more than 75 percent accuracy on similar
case prediction and around 70 percent accuracy
across all material summary evaluation parameters.

6.2.1 Summary Structure

The input consists of the complaint document and
the written statement. This includes all textual
data related to the complaint, the parties involved,
claims, and fragments of evidence provided by the
complainant and the opposite party. The system
prompt, combined with the case document, is in-
putted into the LLM. The output is a structured
summary that includes the following:

• Overview: This section presents a factual
summary of the consumer case, detailing the
product or service that is the subject of the dis-
pute. It explains the nature of the grievance,
such as defects, deficiencies, service failure,
and the damage or inconvenience caused. It
also highlights any grievance mechanisms the
consumer has availed of, such as complaints to
the retailer, manufacturer, or service provider,
and whether any resolutions were offered. Ad-
ditionally, it outlines the claims of the oppo-
site party, whether they accept or deny respon-
sibility. The core legal issue in the dispute is
also briefly stated.
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• Sector: This section classifies the complaint
under a specific consumer protection sec-
tor based on a predefined list with sector
codes. The sector identification ensures that
the grievance falls under the relevant regula-
tory framework for appropriate adjudication.
Each sector is also associated with its corre-
sponding sector code. For example, the bank-
ing and financial services sector has a sector
code of 101.

• Issues: This section lists the factual claims
made by the complainant and the counterargu-
ments of the opposite party. It identifies key
questions, such as whether the product/service
was defective, whether consumer rights were
violated, and whether compensation is justi-
fied.

• Evidence: This section is divided into two
sections and categorizes the evidence pre-
sented by both parties. The complainant may
provide receipts, contracts, images, videos, or
communication records, while the opposite
party may submit warranty details, service
reports, or policy documents.

• Reliefs: This section enumerates the specific
remedies sought by the complainant, such as
refunds, replacements, compensation for dam-
ages, or legal costs.

6.2.2 Evaluation Metrics
We conduct reference-based, reference-free and
human evaluation of the generated summary. To
assess the quality and correctness of the gener-
ated summary, we use eight evaluation metrics,
which were suggested by legal domain experts. We
use a 5-point Likert scale evaluation of metrics:
Overview Accuracy, Oversimplification, Overview
Retrieval and Issues Accuracy; and binary evalua-
tion of metrics: Evidence Accuracy, Issue Format-
ting, Sector Relevance and Relief Accuracy.

The metrics used for the evaluation are:

1. Overview Accuracy: Measures how accu-
rately the generated summary reflects the fac-
tual details of the original case, including
dates, amounts, parties involved, and key facts.
A higher score indicates greater fidelity to the
original material.

2. Overview Oversimplification: Assesses
whether key elements of the legal case, such as

the product/service, issue, damages, grievance
mechanisms, claims, and involved parties, are
retained in the summary. A lower score indi-
cates that important details have been omitted
or excessively simplified.

3. Overview Retrieval: Evaluates how well the
summary retrieves relevant facts from the orig-
inal case. A high score signifies that all crit-
ical details are included, while a lower score
suggests missing or inaccurately represented
information.

4. Sector Relevance: Determines whether the
sector name and sector code in the gener-
ated summary match those in the human-
annotated material summary. The evaluation
is binary (Yes/No), with "Yes" indicating a
correct match and "No" indicating discrepan-
cies.

5. Issues (Formatting): Checks if the issues
in the generated summary are presented in a
structured manner, such as a numbered list,
and whether they clearly distinguish the fac-
tual claims made by different parties. The
evaluation is binary (Yes/No).

6. Issues (Accuracy): Measures the correctness
of the issues outlined in the summary, ensur-
ing they align with the factual matrix of the
case and logically derive from the original ma-
terial. A higher score indicates more accurate
and relevant issue framing.

7. Evidence Accuracy: Verifies that the ev-
idence listed in the generated summary
matches the evidence presented in the orig-
inal case, ensuring no hallucinated or missing
evidence. The evaluation is binary (Yes/No).

8. Relief Accuracy: Ensures that the reliefs (e.g.,
compensation, actions) mentioned in the sum-
mary accurately reflect those in the original
case. The evaluation is binary (Yes/No).

In human evaluation, we achieve an average
score of more than 4 (out of 5) on the overview ac-
curacy, oversimplification, overview retrieval and
issue accuracy metrics, and a score of more than
0.60 out of 1 on the Evidence Accuracy, Issue For-
matting, Sector Relevance, and Relief Accuracy
metrics, demonstrating the general effectiveness
of using CoT with the Llama-3.1-8B-Instruct
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model (Table 8 & 9). We use gpt-4o-mini model
for the LLM-based evaluation (Table 6 & 7). The
correlation result of LLM-based evaluation with hu-
man evaluation is in Table 5. Appendix 5 presents
the prompts used for LLM-based evaluation. The
same prompts are also meant as instructions for
annotators to facilitate the evaluation process.

Metric Spearman Correlation

Overview Accuracy 0.5105
Oversimplification 0.5181
Overview Retrieval 0.4804
Issues Accuracy 0.4282
Evidence Accuracy 0.7134
Issue Formatting 0.7886
Sector Relevance 0.8551
Relief Accuracy 0.6986

Table 5: Spearman’s rank correlation coefficient of
human evaluation with LLM-based evaluation using
gpt-4o-mini model as an evaluator of the generated
summaries.

7 Conclusion

LLM-based evaluators have emerged as a versatile,
high-performance paradigm. They work in both
reference-based and reference-free modes, and con-
sistently outperform traditional metrics in correla-
tion with human scores. For summarization, re-
sults show that GPT-4’s assessments of coherence,
relevance, and factuality align well with human
judgments. In machine translation, LLM-based
metrics rival or exceed the best existing metrics
on WMT benchmarks. Dialogue evaluation is still
nascent, but early work indicates LLMs can also
judge conversational relevance and coherence effec-
tively. We have surveyed recent advances in using
large language models as automatic evaluators for
NLP generation tasks. The evidence indicates that
LLMs (particularly GPT-4 and similar) offer a pow-
erful new evaluation paradigm: they can replace
or augment traditional metrics and even approxi-
mate human judgments in many dimensions. Our
review covered core tasks (summarization, trans-
lation, dialogue, QA), described LLM prompting
and adaptation methods, and synthesized empirical
results. While LLM evaluators excel in many cases,
they do not replace the need for human oversight
in critical applications.

Several important directions remain open. Bias
and calibration: Ensuring that LLM evaluators

are fair and unbiased across different systems and
styles is critical. Future work should develop cal-
ibration techniques or benchmarks to detect and
mitigate biases (e.g. content or model biases) in
LLM scoring. Robustness: We need standard-
ized meta-evaluation datasets (analogous to robust-
ness benchmarks in other areas) to systematically
evaluate evaluator reliability. Another important
direction is efficiency and accessibility: develop-
ing lightweight open LLM evaluators (e.g. fine-
tuned smaller models) to democratize this capabil-
ity across the research community. Finally, extend-
ing evaluation methods to diverse languages and
domains will ensure broad applicability.
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Ivan Kartáč, Mateusz Lango, and Ondřej Dušek. 2025.
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Model Name Overview Acc. Oversimplification Overview Retrieval Issues Acc.

Llama 3.1 8B (Single Prompt) 2.65 2.29 2.02 2.06
Llama 3.1 8B + Partwise 3.53 4.17 2.90 3.53
Llama 3.1 8B + Partwise + CoT 4.20 4.03 3.03 3.83
DeepSeek 8B + Partwise + CoT 3.23 3.03 2.37 3.67
Ministral 8B + Partwise + CoT 3.57 3.87 2.70 3.67
Qwen 2.5 7B + Partwise + CoT 4.07 3.63 2.60 3.63

Table 6: Performance of summary generated by different models on a 5-point Likert scale for the metrics: Overview
Accuracy, Oversimplification, Overview Retrieval and Issues Accuracy. LLM-based evaluation of generated
summaries is done using gpt-4o-mini model.

Model Name Evidence Acc. Issue Formatting Sector Relevance Relief Acc.

Llama 3.1 8B (Single Prompt) 0.14 0.61 0.28 0.33
Llama 3.1 8B + Partwise 0.33 0.50 0.63 0.60
Llama 3.1 8B + Partwise + CoT 0.37 0.67 0.60 0.70
DeepSeek 8B + Partwise + CoT 0.33 0.57 0.90 0.27
Ministral 8B + Partwise + CoT 0.37 0.50 0.67 0.10
Qwen 2.5 7B + Partwise + CoT 0.13 0.33 0.77 0.63

Table 7: Performance of summaries generated by different models on the binary metrics: Evidence Accuracy, Issue
Formatting, Sector Relevance and Relief Accuracy. LLM-based evaluation of generated summaries is done using
gpt-4o-mini model.

Model Name Overview Acc. Oversimplification Overview Retrieval Issues Acc.

Llama 3.1 8B (Single Prompt) 3.11 3.23 2.94 2.76
Llama 3.1 8B + Partwise 4.35 4.05 3.25 3.00
Llama 3.1 8B + Partwise + CoT 4.25 4.19 3.14 3.50
Deepseek 8B + Partwise + CoT 3.30 3.35 2.71 3.43
Ministral 8B + Partwise + CoT 4.15 3.95 3.05 3.25
Qwen 2.5 7B + Partwise + CoT 4.25 4.10 3.00 3.20

Table 8: Human evaluation of summaries generated by different models with Chain-of-Thought (CoT) prompting.
Evaluated on a 5-point Likert scale for Overview Accuracy, Oversimplification, Overview Retrieval, and Issues
Accuracy.

Model Name Evidence Acc. Issue Formatting Sector Relevance Relief Acc.

Llama 3.1 8B (Single Prompt) 0.16 0.75 0.33 0.33
Llama 3.1 8B + Partwise 0.50 0.80 0.55 0.73
Llama 3.1 8B + Partwise + CoT 0.67 0.67 0.60 0.75
DeepSeek 8B + Partwise + CoT 0.67 0.71 0.95 0.48
Ministral 8B + Partwise + CoT 0.50 0.70 0.70 0.10
Qwen 2.5 7B + Partwise + CoT 0.40 0.75 0.70 0.85

Table 9: Human evaluation of summaries generated by different models with Chain-of-Thought (CoT) prompting.
Evaluated on the binary metrics: Evidence Accuracy, Issue Formatting, Sector Relevance, and Relief Accuracy.
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Figure 2: Prompt used for the evaluation of the Helpfulness metric.
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Figure 3: Prompt used for the evaluation of the Accuracy metric. We provide the conversation and context to the
LLM for the evaluation.

13



Figure 4: Prompt used for the evaluation of the Brevity metric.

Task Description: Evaluate the accuracy of the issues presented in the generated summary by
comparing it is with the ground truth of the legal case summary. Ensure that the issues align with
the scope and factual details provided in the ground truth. The issues must be logically derived
from the factual matrix and the claims made in the case. Inaccuracies, omissions, or misalignments
should result in a lower score based on the evaluation criteria.
Ground truth summary: original
Generated Summary: generated
Evaluation Criteria: Rate the accuracy of the issues on a scale from 1 to 5:
<score>5</score>: The issues are perfectly accurate, comprehensive, and logically derived from
the facts and claims. <score>4</score>: The issues are mostly accurate, with minor inconsistencies
or omissions. <score>3</score>: The issues are somewhat accurate but include some significant
inconsistencies or omissions. <score>2</score>: The issues are largely inaccurate or fail to align
with the factual details. <score>1</score>: The issues are completely inaccurate, irrelevant, or not
derived from the factual matrix. Instructions:
Instructions: 1. Assign a score strictly based on the evaluation criteria. 2. Include the score within
‘<score></score>‘ tags at the end of your response.
Response Format: Final score: Present the score in this format: ‘<score>[1-5]</score>‘.

Figure 5: Prompt for LLM-based evaluation of Issues Accuracy metric if NyayDarpan
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